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1 Introduction

In a Diversified Coding System (DCS), an information source is encoded by a number of encoders.
There are a number of decoders, each of which can access a certain subset of the encoders. Each
decoder is to reconstruct the source either perfectly or subject to a distortion criterion. The problem
is to determine the coding rate region for a particular configuration of a DCS subject to certain
distortion criteria.

Diversified coding has wide application in distributed information storage (e.g. [3]), fault-
tolerant communication network (e.g. [4]), and secret sharing (e.g. [5]). Most of these works are
application of the pioneering work of Singleton [1] on maximum distance error-correcting codes.

Diversified coding from the rate-distortion point of view is discussed in the work of El Gamal
and Cover [2] on the multiple descriptions problem. In their work, each decoder makes it best effort
to reconstruct the source with no reference to the reconstructions by other decoders. By contrast,
in our problem, the decoders are divided into classes, and it is required that the reconstructions
of the source by decoders within the same class are identical. This is a natural requirement for
many applications. For example, if the users of decoders within the same class are to discuss the
information they receive subsequently, it would be critical that the information they receive are
identical.

2 Problem Statement and Results

Let {Xk, k = 1, 2, . . .} be an i.i.d. source, with X being the generic random variable. The source is
encoded by a set of encoders indexed by A, and the coding rate of Encoder i is denoted by Ri. The
decoders are indexed by B, and Decoder j can access Encoders i, i ∈ Gj . We define two types of
decoders. A Class 1 decoder can access more than one encoders, and the reconstruction of {Xk} by
a Class 1 decoder is perfect in the usual Shannon sense. A Class 2 decoder can access one encoder,
and the reconstruction of {Xk} by a Class 2 decoder has average distortion less than or equal to
D with respect to some single-letter distortion measure d(·, ·). The class of Decoder j is denoted
by c(j). Thus we define the index sets Bl = {j : c(j) = l} for l = 1, 2. We also define two types of
Encoders. Encoder i is a Type 2 encoder if Gj = {i} for some j ∈ B2, i.e., Encoder i is accessed
by a Class 2 decoder, otherwise Encoder i is a Type 1 encoder. We denote the type of Encoder i
by t(i), and define the index sets Al = {i : t(i) = l} for l = 1, 2. It is required that

1. the reconstructions of {Xk} by all Class 2 decoders are identical;
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Why is this interesting?

X,Y
H(X) +H(Y )

H(X,Y )

• When X and Y are independent, H(X) +H(Y ) = H(X,Y ).

• From classical information theory, we know that there is no di↵erence

between compressing X and Y separately or together.

• Therefore, in classical information theory, there is no distinction between

single-source or multi-source data compression.

• The last example shows that the behavior of information in a network

deviates from what we would expect from classical information theory.

• Transmission of well-compressed information sources in a network is not

a commodity flow.

• A gold mine ahead !!! Network coding
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Something about Network Coding

A very unique class of multi-user information theory problems:

• Non-trivial even with very simplistic assumptions

– independent sources

– individual sources well compressed

– no distortion consideration

• Exists a unifying implicit single-letter characterisation of the capacity re-

gion in terms of the entropy function region �

⇤
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BATched Sparse (BATS) Code

• S. Yang and R. W. Yeung, “Coding for a network coded fountain,” 2011

ISIT.

• S. Yang and R. W. Yeung, “Batched sparse code,” IEEE IT, 2014.

Shenghao Yang
CUHK (Shenzhen)



Transmission through Packet Networks (Erasure Networks)

One 20MB file ⇡ 20,000 packets

A practical solution

low computational and storage
costs

high transmission rate

small protocol overhead

b1 b2 · · · bK

s

t1 t2
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Routing Networks

Retransmission

Example: TCP

Not scalable for multicast

Cost of feedback

Forward error correction

Example: fountain codes

Scalable for multicast

Neglectable feedback cost

s u t

(re)transmission forwarding feedback

encoding forwarding decoding
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Complexity of Fountain Codes with Routing

K packets, T symbols in a packet.

Encoding: O(T ) per packet.

Decoding: O(T ) per packet.

Routing: O(1) per packet and fixed bu↵er size.

s

u

t

ENC

FWD

DEC BP

[Luby02] M. Luby, “LT codes,” in Proc. 43rd Ann. IEEE Symp. on Foundations of Computer Science, Nov. 2002.

[Shokr06] A. Shokrollahi, “Raptor codes,” IEEE Trans. Inform. Theory, vol. 52, no. 6, pp. 2551-2567, Jun 2006.

R.W. Yeung (INC@CUHK) BATS Codes October 2015 6 / 45



Achievable Rates

s u t

Both links have a packet loss rate 0.2.
The capacity of this network is 0.8.

Intermediate End-to-End Maximum Rate

forwarding retransmission 0.64
forwarding fountain codes 0.64

network coding random linear codes 0.8
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Achievable Rates: n hops

s u1 · · · un�1 t

All links have a packet loss rate 0.2.

Intermediate Operation Maximum Rate

forwarding 0.8n ! 0, n ! 1
network coding 0.8
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An Explanation
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Multicast capacity of erasure networks

Theorem

Random linear network codes achieve the capacity of a large range of
multicast erasure networks.

[Wu06] Y. Wu, “A trellis connectivity analysis of random linear network coding with bu↵ering,” in Proc. IEEE ISIT 06, Seattle,
USA, Jul. 2006.

LMKE08] D. S. Lun, M. Médard, R. Koetter, and M. E↵ros, “On coding for reliable communication over packet networks,”
Physical Communication, vol. 1, no. 1, pp. 320, 2008.
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Complexity of Linear Network Coding

Encoding: O(TK ) per packet.

Decoding: O(K 2 + TK ) per packet.

Network coding: O(TK ) per packet. Bu↵er K packets.

encoding

network coding
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Batched Sparse (BATS) Codes

outer code

(matrix fountain code)

inner code

(network code)

[YY11] S. Yang and R. W. Yeung. Coding for a network coded fountain. ISIT 2011, Saint Petersburg, Russia, 2011.

[YY14] S. Yang and R. W. Yeung. Batched sparse codes. Information Theory, IEEE Transactions on, vol. 60, no. 9, pp.
53225346, Sep. 2014
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Encoding of BATS Code: Outer Code

Apply a “matrix fountain code” at the source node:
1 Obtain a degree d by sampling a degree distribution  .
2 Pick d distinct input packets randomly.
3 Generate a batch of M coded packets using the d packets.

Transmit the batches sequentially.

b1 b2 b3 b4 b5 b6

· · · · · ·
X1 X2 X3 X4

Xi =
⇥
bi1 bi2 · · · bidi

⇤
Gi = BiGi .
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Encoding of BATS Code: Inner Code

The batches traverse the network.

Encoding at the intermediate nodes forms the inner code.

Linear network coding is applied in a causal manner within a batch.

s
network with linear
network coding

t

· · · , X3, X2, X1 · · · , Y3, Y2, Y1

Yi = XiHi , i = 1, 2, . . ..
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Belief Propagation Decoding

1 Find a check node i with degreei = rank(GiHi ).

2 Decode the ith batch.

3 Update the decoding graph. Repeat 1).

b1 b2 b3 b4 b5 b6

G1H1 G2H2 G3H3 G4H4 G5H5

The linear equation associated with a check node: Yi = BiGiHi .
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Precoding

Precoding by a fixed-rate erasure correction code.

The BATS code recovers (1� ⌘) of its input packets.

Precode

BATS code

[Shokr06] A. Shokrollahi, Raptor codes, IEEE Trans. Inform. Theory, vol. 52, no. 6, pp. 25512567, Jun. 2006.
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Complexity of Sequential Scheduling

Source node encoding O(TM) per packet
Destination node decoding O(M2 + TM) per packet

Intermediate Node
bu↵er O(TM)

network coding O(TM) per packet

T : length of a packet

K : number of packets

M: batch size
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Achievable Rates for Line Networks
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WiFi Experiments
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Potential applications

5G mobile network

Wireless mesh network

Vehicular ad-hoc network

Mobile ad-hoc network

Satellite network

Content delivery network (CDN)

Internet of Things (IoT)
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Productization

An all-software prototype running BATS code was recently built.

Source node, relay nodes, and receiving nodes are all notebook
computers.

A notebook with Intel i7 CPU was employed for decoding.

A transmission rate > 500 Mb/s was achieved.

Will collaborate with P2MT to implement BATS code in mesh
network products (802.11).
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Summary

BATS codes provide a digital fountain solution with linear network
coding:

Outer code at the source node is a matrix fountain code.
Linear network coding at the intermediate nodes forms the inner code.
Prevents BOTH packet loss and delay from accumulating along the
way.

The more hops between the source node and the sink node,
the larger the benefit.

Future work:
Finite-length analysis
Proof of (nearly) capacity achieving
Design of intermediate operations to maximize the throughput and
minimize the bu↵er size

[NY13] T. C. Ng and S. Yang, Finite length analysis of BATS codes, NetCod 2013.
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