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## Goal
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Gaussian Linear model: $y_{i}=\beta^{T} x_{i}+\varepsilon_{i}$
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\beta^{*}=\arg \min _{\beta} \sum_{i}\left|y_{i}-\beta^{T} x_{i}\right|^{2}
$$
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## Theorem

There exists a budget feasible, individually rational and truthful mechanism for budgeted experimental design which runs in polynomial time. Its approximation ratio is:

$$
\frac{10 e-3+\sqrt{64 e^{2}-24 e+9}}{2(e-1)} \simeq 12.98
$$
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