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Introduction

Defenses against benign and malignant computer virus attacks are of considerable importance to both industrial and defense sectors. With technology bounding ahead, today's computers have growing vulnerabilities. At the same time, the scale of sophistication in computer viruses is rapidly increasing, as shown in Figure 1. Viruses have the capability to spread over multiple types of networks and various protocols (email, HTTP, instant messaging, phone, etc.) and each with a separate mechanism for infection and spread. The operational issues are also quite important in identifying both military and non-military applications of information flow.

Highlighted by the growing number of malicious methods of attacks is the fact that there exist major deficiencies in detecting and controlling computer virus attacks. Currently, we find that large-scale attacks are still sequential, and each can be classified into three stages. First, there is the pre-attack stage, when security deficiencies in a particular system are identified and new viruses are formulated. Next, there is the initial occurrence, when the virus is spreading freely without detection by filtering or “cure” software. Finally, defensive strategies against the virus are developed and the cleanup stage occurs. Typically, the cleanup stage is very long, since a small number of cases continue to spread long after the initial outbreak dissipates. This process is depicted in Figure 2.

One great concern is the increasing length of the initial occurrence stage, the significant gap between the initial time of attack and implementation of defensive strategies for a new computer virus. In part, this is due to the sophistication of virus writers, allowing computer viruses to evolve more rapidly than biological viruses. Some recent highly damaging viruses used methods where the virus automatically spread with no human in the loop, for example automatic emails, http requests by IIS web servers, and “guessing” IP addresses to attack. 

New mathematical models need to be developed which include a delay between attack and defense, and keep available data in mind.
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For example, these models can be used to show trends in the data that will help quickly identify a new attack in the initial occurrence stage. If an outbreak can be averted earlier in this stage, we have termed it “quenching.” It has been well documented that early detection in biological viruses leads to the most effective counter measures. It is this type of observation, or analogy, that gives insight to effective defensive strategies. This inspired a closer investigation into the analogies between computer viruses and biological viruses and their immune systems. By revisiting the original population dynamics approach to modeling computer viruses [3] and incorporating some of the more recent work from other fields in biology, this study offers promise for greater understanding of both.

The main objective of the working group is to identify, by mathematical analysis, new modeling techniques for describing quantitatively the spread of computer virus attacks and possible defensive strategies. The main themes were the creation of new models to account for the analogies and differences between the spread of computer and biological viruses, identification and metrics of virus spread, and discussions about control and constraints to preserve information flow. The approach to addressing the group's objectives was to allow for open-ended cross-disciplinary presentations of new ideas, which may or may not have been published in the open literature. These were followed by discussion and debate, with breakout sessions to solidify the identification of problems. This meeting brought together experts from computer science, applied mathematics, physics, and epidemiology to discuss, in their opinion, the important issues that need to be addressed. 

Current approaches to the detection and control of computer virus spread were discussed including: information flow modeling, operational network modeling, examination of real world virus data, and validation of models against available data. Part of the problem in trying to assess model validity is that data availability is not widespread and incomplete. Network data of virus spread is inherently non-stationary and spatio-temporal in nature. Unlike well-formed physics experiments, a computer virus attack is transient, making control difficult. The new models are meant to aid in the development of early prediction methods, detection strategies, and optimal defensive measures. Of course, all defensive strategies are limited by constraints, whether they are human resources, time, money, or privacy. These factors were also considered during evaluation. 

Models 

The goals of constructing models are fairly general, but address specific needs for control and containment of computer virus modeling. Namely, the models constructed should:

· Estimate the degree to which the virus will spread once detected; 
i.e., a model should have predictive capability.

· Predict the early history of the virus.

· Assess the impact of proposed interventions.

· Optimize the effect of intervention strategies.

· Assess the impact of partial protection.

By exploring the analogies between computer and biological viruses, the group identified the building blocks for new mathematical models.

Classes

Computer viruses are spread from computer to computer via some of form of network. Most of the inter-computer transport occurs over the Internet, but can also be through social contacts, such as the infamous sneaker-net, where the virus is transported via a removable media. Therefore, network modeling is a natural choice to describe transport through a network. For this purpose, there are basically two kinds of modeling, continuum modeling and agent-based modeling [2]. In agent-based modeling, each individual node is tracked as being either susceptible to infection, immune or cured, or infectious. That is, there is a vector of states that is assigned to each node. On the other side, continuum modeling consists of averaging over all nodes, and compartmentalizing the states. So for each a compartmented model, we assume the system consists of a set of evolution equations which describe the total number of states, such as the number of susceptible, infective, cured, etc. 

Both classes of models have advantages and disadvantages. Continuum models have the advantages of being qualitatively analyzable for stability with a rich theoretical foundation. They possess both forward and backward sensitivity analysis. The models are defined in terms of available node parameters, such as exposure rate, infectious period, etc. They can predict mean behavior of outbreaks in the presence of small stochastic effects in time. In contrast, they cannot describe individual nodal events, or low probability events, which might occur in the long-tailed distributions, and they possess a severe limitation on the dimension of the state space which may be attached to individual nodes.

Agent-based models belong to a completely different class of models. Unlike the continuum models, these models detail low probability events, directly incorporate the behavior of individuals, and have few limitations on the state space. However, they do have limitations. This class has very few analytical tools by which they can be studied, since they consist of Monte-Carlo simulations. In short, there can be no backward sensitivity analysis performed on these models, and the individual level data has to be derived from very detailed population data, making these models computationally less efficient than the continuum models. 

One hybrid class of models that connects both continuum and agent-based models is the class of patch models. Patch models consider local space averages of nodes, which are defined as a sub-population group. Then the sub-population groups are modeled as a continuum model. Next, the entire population consists of networking the sub-populations. The analogy is a large business or university cluster of nodes connected to the outside world via a router. So, the sub-populations model clusters of locally connected nodes, which are inter-connected by routers. The patch models have many of the best features of both continuum and agent-based models, and can possess the correct limiting cases to both.

Current defensive strategies work on this premise. A general network consists of various sized chunks with the outsides completely connected and the insides completely connected, but it is very rare for outside-to-inside connections. Firewalls restrict traffic in and out of the outside connections, but there are generally no restrictions on the inside, usually called an intranet. 

Connections from Biology

In many cases, there is a one-to-one mapping of biological parameters to those of the computer nodes. In the real virus world, there are persistent biological viruses, such as measles, cholera, AIDS, and influenza. Similarly, in the computer world, viruses like Melissa, Code Red, Nimbda, and Klez continue to exist on isolated nodes. In the biological world, the analogies carry directly to computer viruses: 

· In both cases, the transmission of the virus is caused by contact between an infected and a susceptible.

· Immunization exists in both cases. In the computer world, they are patches, alerts, virus scanning, OS updates, etc. 

· Biological viruses need cell receptors, while computer viruses have ports, and protocols. 

· Antibody counter measures correspond to virus scanner, which act like antibody cells. 

· Biological and computer viruses both evolve, although computer viruses evolve only in theory at the present. 

· There is also the act of quarantining computer viruses, by pulling the plug.

In addition there is also the medium of transmission. In biology there exist networks, which consist of human webs, sexual webs, food webs, etc., while technological networks such as the Internet and email transport computer viruses. There are also non-equilibrium effects, such as seasonality in biology, and fast periodic driving forces in networks. In summary, there are numerous analogies between biological and computer viruses. However, there are a few distinct differences in which are important in classifying new models.

In particular, biological viruses usually grow slowly, while computer viruses transmit globally quickly. This results in prolonged contacts in biology, but there obviously is a maximum rate of possible transmission in networks. On one side, humans are self-regulating against viruses, while computers are not. This is one of the main reasons for new control mechanisms. Speed of attack of viruses is highly different, and in non-equilibrium with different time scales. One must also consider the speed of growth of the networks on which the virus spreads. Both types of viruses possess different levels of sophistication, where the biological virus is autonomous, evolving, and sequential, but the computer virus is highly regulated, and static. In general, biological networks are less connected than computer networks.

Data Issues

One of the main challenges to modeling virus outbreaks is quantifying predictions against measured data. In both biology and computer science networks, case histories are incompletely measured. Much of the network data consists just of counting connections in both cases. Temporal behavior is ignored in most cases, although now some companies are beginning to acquire time stamps along with virus transmission between nodes. 

One of the big issues surrounding data is that of confidentiality and privacy. This is due in part to public and government pressure put on health care industries. In the computer world, however, masking is possible, relieving that concern. One can ask what the ideal data set should contain. In discussion, the data should reflect virus propagation in time along directed graphs, which is necessary for setting up the correct network topology. Unfortunately, most data sets count the number of infections on some domain, as shown in Figure 3. Clearly, more data is better, but it should be collected under controlled circumstances. There should also be a network test bed, and some companies, such as some of the anti-virus companies, have set up dummy networks. Non-stationary effects should also be taken into account, since real networks grow in time. In addition, there is a diversity of computing environments, which also change in time. 

New Directions for Modeling

Modeling the propagation of computer viruses will require some new directions. First, it is clear that speed of propagation and transient effects are very important to get right. In order to allow for the possibility of quenching, the models must quantify a rate of growth in space and time. That means better monitoring of transmission by private or government institutes needs to be done so that temporal and spatial predictions can be achieved.
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One of the interesting points that came up was the interface of support networks, where one might have a monitoring network connected to a large network. This is a potentially new branch of study that possesses a myriad of questions that need to be addressed. 

Another important direction, though not new, is that better sensitivity analysis needs to be done in transient regions. Because of rapid expansion of transmission, inaccurate predictions of rates of growth may lead to inaccurate control responses. Other considerations include modeling of clusters, mixing patterns on the network, meta-populations, and transport.

Another area of research is that of comparing local versus global  (hub) strategies for control.  Local methods consider taking a Bayesian approach to model “normal” node behavior of a computer. The method would then flag any activity in the tails of the distribution. Such methods are finding their way into the control of spam mail. Other methods of checking unwanted statistical changes to the operating system already exist. However, local methods tend to have an imbalance between false alarms and missed detections, making optimization of local control difficult.

In contrast, global methods may monitor large hub connections, where new software controls may be put in place. Hubs tend to be organized a minimizing distance criteria in terms connection length. Therefore, to do accomplish some sort of global control, it makes sense to try to analyze traffic in the presence of a virus or worm around these centers. Given that most network information is found from node counting, knowing how information is transmitted through the major hubs valuable for control.

Control and Defense Strategies

Understanding the transient outbreaks of computer virus attacks is essential to implementing any control scheme. The basic idea to any control is have an observer or monitor, a control knob, and a response. Monitoring agencies, like email traffic filters, would be possible to implement, and some are now in existence for those nodes that register for the service. Controllers could be implemented in various scenarios. Prevention is similar to pre-vaccine, where known viruses are guarded against with software monitors. Quenching would be a strategy in which a new virus is infecting the network, but might be controlled by reducing network coupling (contacts), or slowing outgoing information from nodes. Post-processing methods are usually done after the damage has occurred, such as fight and cure strategies.

Given that control of virus attacks is needed, it does fall under the category of control of information. There could be several social issues that may affect how control would be implemented. Playing off “what people want” with “what can be offered” will probably temper how much technological change can achieved to accomplish virus control [1]. Other more technical issues are limited resources, cost vs. benefits, public vs. private control, risk assessment, and managing uncertainty. 

If the viruses are not too damaging, one suggestion, of course, is to “tolerate” them, rather than control them. For many viruses, this has been the procedure, and any minor damage has been post processed using various methods of cleanup and new anti-virus modules. 

Prevention, of course, is the best policy if the virus is known apriori. It is the most cost effective means of control, and provides targeted benefit. Unfortunately, new viruses unleashed into the network demand some sort of response, and prevention at the outset is not an option. In terms of defense, it is also not known whether pre-planned control vs. adaptive controls meet any cost-benefit criteria. This is also true of human vs. automated responses. 

Therefore, it is imperative to design a class of models that not only includes possible control scenarios, but also includes optimization, risk assessment, and cost/benefit models. Possible new ideas from biology to attempt to model control would include ring vaccination on a network, quarantine, partial immunity, contact tracing. New tactics for control include slowing information from nodes, implementing distributed responses that are locally strong but globally benign, and implementing autonomous faster responses. 

Mathematical Methods

Given the problems mentioned above in modeling the spread of computer viruses, many powerful tools from mathematics may be used to model and analyze viral growth on networks. Many computer viruses spread via electronic mail, making use of computer users’ email address books as a source for email addresses of new victims. These address books form a directed social network of connections between individuals over which the virus spreads. In Forrest, et al. [5], the structure of a social network was studied using data drawn from a large computer installation. Some of the preliminary conclusions were that targeted computer vaccination strategies were much more effective than random vaccinations and that priority orderings for security upgrades were more effective, as well. This study provides an example topology from data on which email viruses can spread. Each type of computer 
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virus has an associated network, and finding an accurate approximation of a network’s topology is important for designing a model of the viral spread.

First and foremost, graph theory is the tool used to quantify the topology on which viruses propagate [6,7]. In most cases, it is studied on static graphs as shown in Figure 4, but due to Internet growth, new tools are needed to understand the time dependent nature for the connections. Some statistical physicists have already attempted to quantify how the network grows, but have yet to address how to quantify the topology and its effects on spreading. In addition to all to all and random networks, more analysis on these new types of networks must be completed to study their transient temporal behavior. For example, in the continuum limit, how does one take into account the non-stationary character of the Internet topology? Does a limit even make sense if the network topology is time dependent? Can new instabilities arise as the network changes due to the scale free nature of networks? Bifurcation analysis is an excellent class of tools to describe such phenomena. 

Due to the inherent randomness of both connections made spatially as well as temporal fluctuations of nodes switching on and off, stochastic analysis will need to be incorporated into the modeling effort. Currently, most of the analysis of stochastic perturbations tends to be local. However, virus propagation on networks is a spatio-temporal problem, with local perturbations correlating with long distances in the network. Therefore, new stochastic analysis of spatio-temporal systems of discrete and continuous equations needs to be extended to address the complex behavior of the network. 

Finally, much of the work that has been done, and will be continued, is that of computer simulation of the spread of computer viruses. Real models that include packet transfer and collisions exist, but are very expensive to run even on a limited linear backbone of simulated email servers. In order to bring about realistic modeling, better algorithms and parallel architectures will probably need to be developed if simulation tools are required to be real time operations. This is especially true if control feed forward hardware is to be developed with any sort of software sophistication. 

These are just some of the mathematical and computational fields which are necessary to describe and analyze the spared of viruses on networks. The list is not exhaustive by any means, and maybe they are the obvious choices. Nonetheless, the mathematical community needs to be heavily involved if any real progress on a non-local scale is to be achieved.

Conclusions

Computer virus attacks remain a serious threat to the national and international information infrastructure, and may be analyzed through mathematical and computational models. Predicting virus outbreaks is extremely difficult due to the human nature of the attacks, but more importantly, detecting outbreaks early with a low probability of false alarms seems quite difficult. Nonetheless, by developing models based on better data collection, it is possible to characterize essential properties of the attacks from a network topology viewpoint. More resilient networks may be designed to control attacks, while retaining information flow on the networks. Novel methods of control, both static and adaptive, can be designed to slow the spread of an attack, while other means are designed to eradicate the virus from the network. Since the dynamics are based on non-stationary networks, the problem is one of a truly complex spatio-temporal nature. Most of the epidemiological analysis to date on networks has been static, and ignores the time dependence. Given such a complex dynamic, it is clear that mathematical and computer modeling will play a role for very long time.

Research Challenges

· There is a need to collect better data. We need more details on how and where viruses propagate. (Approach anti-virus companies and universities to assist in collecting this data.)

· For testing hypotheses, there is a need for a more accurate network test bed. We should address the question of how do we design an experimental environment that accurately mimics the dynamics of a real network?

· Models need to identify the speed and transients of virus spread, not just prevalence.

· There is a need for a richer topology in models, i.e. to capture complex network structures.

· A better sensitivity analysis needs to be developed for agent-based modeling.

· One needs to address the differences between a conceptual model and an operational model.

· Better prevention tactics need to address associated network resilience. 

· New control designs: 

· “Quenching,” similar to a biological innate immune response.

· “Fight and Cure,” similar to a biological adaptive immune response.

· Distributed responses: locally strong / globally benign.
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Appendix

Details about the meeting June 10-13, 2002
DIMACS Center, CoRE Building, Rutgers University

DIMACS Organizing Committee: 
Lora Billings, Montclair State University, billingsl@mail.montclair.edu 
Stephanie Forrest, University of New Mexico, forrest@cs.unm.edu 
Alun Lloyd, Institute for Advanced Study, alun@alunlloyd.com 
Ira Schwartz, Naval Research Laboratory, schwartz@nlschaos.nrl.navy.mil 

Presented under the auspices of the Special Focus on Computational and Mathematical Epidemiology.
Schedule for the Meeting

The meeting started with short talks on Monday and Tuesday. By late afternoon Tuesday, we broke into "brainstorming groups" to discuss the role of modeling in the defense against computer virus attacks. The groups continued their discussions on Wednesday and Thursday, and summarized their conclusions to the entire meeting.

June 10, 2002 (Monday)

9:00 - 10:30
Opening Remarks - Fred Roberts, Director of DIMACS

Conference Themes
Ira Schwartz, Naval Research Laboratory
Stephanie Forrest, University of New Mexico

Epidemiological Theory 
Alun Lloyd, Institute for Advanced Study

11:00 - 12:30
The Benefits of a Notification Process in Addressing the Worsening Computer Virus Problem: Results of a Survey and a Simulation Model
Joan Aron, Science Communication Studies & Johns Hopkins School of Public Health 

The Role of Connectivity Patterns in Computer Virus Spreading 
Alessandro Vespignani and Yamir Vega 
Abdus Salam International Centre for Theoretical Physics, Trieste

2:00 - 3:30     
A Vision of an Adaptive Artificial Immune System 
Stephanie Forrest, University of New Mexico

Computer Viruses: A View from the Trenches
Matt Williamson, HP Labs, Bristol (UK) 

4:00 - 4:45     
Computer Viruses and Techniques to Defend Against Them 
Rafail Ostrovsky, Telcordia Technologies

4:45 - 5:30     
Discussion Session

June 11, 2002 (Tuesday)

9:00 - 10:30    
Stochastic Modeling and Chaotic Epidemic Outbreaks 
Lora Billings, Montclair State University

Bull's Eye Prediction Theory for Controlling Large Epidemic Outbreaks 
Before They Occur
Ira Schwartz, Naval Research Laboratory

11:00 - 12:30   
The Time-evolution of Small Populations
H. G. Solari, University of Buenos Aires

Double Trouble: Attack of Two or More Separate Viral Species 
Erik Bollt, Clarkson University

2:00 - 3:30     
Part I: A Report on the Mathematical Modeling of Anthrax and Smallpox
Part II: The Immune System and Interaction with Microbes
Alfred Steinberg, MITRE Corporation

A Computational Model of RNA Virus Evolution 
Donald Burke, Johns Hopkins School of Public Health

4:00 - 6:00     
Discussion Group Session I


June 12, 2002 (Wednesday)

9:00 -10:30    
Epidemic Outbreaks and Immunization in Complex Heterogeneous Networks 
Yamir Vega, Abdus Salam International Centre for Theoretical Physics, Trieste

Can Viruses Be Halted in a Scale-free Network?
Zoltan Deszo, University of Notre Dame

11:00 -12:30   
Epidemics on Complex Networks: Questions and Directions
Alun Lloyd, Institute for Advanced Study

2:00 - 6:00     
Discussion Group Session


June 13, 2002 (Thursday)

9:00 -12:30   
Plenary Session: Discussion Group Presentations

2:00 -3:30     
Plenary Session: Discussion Group Presentations

4:00 - 4:30    
Discussion and Farewell
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Figure 2: Graph of the stages of an attack.
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Figure 1: Graph of increased virus attack sophistication.
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Figure 3: Data of the number of infections for the Code Red Worm.








Which Best Describes the Topology of the World-Wide Web?
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Figure 4: Current topology designs for the World-Wide Web.
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